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Abstract. In this paper, we describe and evaluate an activity recognition system using a single 3-axis accelerometer and a
barometric sensor worn on a waist of the body. The purpose of this work is to prevent child accidents such as unintentional injuries
at home. In order to prevent child accidents in the home and reduce efforts of parents, we present a new safety management
system for babies and children. We collected labeled accelerometer data from babies as they performed daily activities which
are standing still, standing up, sitting down, walking, toddling, crawling, climbing up, climbing down, stopping, wiggling, and
rolling. In order to recognize daily activities, mean, standard deviation, and slope of time-domain features are calculated over
sliding windows. In addition, the FFT analysis is adopted to extract frequency-domain features of the aggregated data, and then
energy and correlation of acceleration data are calculated. We used the resulting training data to induce a predictive model for
activity recognition. Naive Bayes, Bayes Net, Support Vector Machine, k-Nearest Neighbor, Decision Tree, Decision Table,
Multilayer Perceptron, Logistic classifiers are tested on these features. Classification results using training and eight classifiers
were compared. The overall accuracy of activity recognition was 96.2% using only a single wearable triaxial accelerometer
sensor with the k-Nearest Neighbor.
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1. Introduction

Early work in ubiquitous computing dealt with any-
where and anytime communication with smart ob-
jects [1]. However its focus has been shifted to con-
cerns over topics such as how it will change our
lives [2]. Numerous studies have attempted to eval-
uate how computing works in various fields such as
sensor-based abnormal activity detection for health
care [3], the mobile sensing platform for diabetics, and
a personal-fuel gauge [4]. Most of the previous stud-
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ies have concentrated on human activity recognition
as an essential technology for wellness applications.
In this paper, we propose a human activity recogni-
tion method for accident prevention in the home envi-
ronment. Since the activities of child are quite unpre-
dictable, a parent should keep an eye on their child 24
hours a day. However, this may not always be practi-
cal. With this motivation, an assistive device would be
a sensible solution to prevent home accidents without
demanding absolute attention from parents.

Although numerous researchers have proposed var-
ious activity recognition methods, studies on human
activity recognition, pervasive safety management sys-
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tem and multi-sensor fusion are challenging issues in
terms of accurate recognition. In general, a pervasive
safety management system aims to reduce risk fac-
tors of injuries to prevent accidents by using smart de-
vices such as cameras and multiple sensors. In partic-
ular, some researchers attempted to assist child safety
care based on activity recognition. Na et al. [5,6] pro-
posed a smart vision sensor for detecting risk factors
of a falling accident in a home environment. They
used image-processing methods, namely clutter detec-
tion and toddler tracking, to recognize risk factors.
Nishida et al. [7] conducted infant behavior simulation
for safety management. This computational approach
is taken in order to comprehensively understand the
behavior of infants and children. This approach could
also be utilized for the clarification of the dynamics of
a system that includes behavior-related accidents.

The pursuit of low power distributed sensing un-
der the user’s natural physiological conditions has im-
posed significant challenges on integrating informa-
tion from what is often heterogeneous, incomplete, and
error-prone sensor data. Multi-sensor fusion, therefore,
is essential to maximize information content and re-
duce both systematic and random errors when a lot
of sensors are used for human activity recognition.
Zouba et al. [8] proposed multi-sensor fusion using
video cameras and environmental sensors for monitor-
ing elderly activities. They choose to perform fusion
at the event-level twelve household activities includ-
ing: using the fridge, using the cupboards, using the
microwave, preparing a mail, and so on. Zhu et al. [9]
also suggested human activity recognition by fusing
two wearable inertial sensors attached to one foot and
the waist of a human subject, respectively.

In general, the nature of information interaction in-
volved in sensor fusion can be classified as competi-
tive, complementary, and cooperative fusion [10-12].
In competitive fusion, each sensor provides equivalent
information about the process being monitored. It typ-
ically involves the handling of redundant, but some-
times inconsistent, measurement. The nature of com-
petitive sensing means that it is ideally suited for multi-
sensor calibration, consistency maximization, and fault
tolerant sensing. In complementary fusion, sensors do
not depend on each other directly, as each sensor cap-
tures different aspects of the physical process. The
measured information is merged to form a more com-
plete picture of the phenomenon. For example, multi-
ple accelerometers could be attached to body parts for
recognizing bowing activity. Each sensor observes dis-
joint motions such as inclined upper body, motionless

hands and legs, and nodding head. More attached ac-
celerometers lead to a more complete recognition re-
sult.

In cooperative fusion, sensors work together to
gather complex information that is difficult to obtain
from the sensors individually. For example, in the case
of a climbing up activity, an accelerometer could only
recognize the activity as standing up and sitting down
continuously. A barometric sensor could measure a
variation of the height of the sensor from the ground,
not the activity. Cooperative fusion of the two sensors
enables recognition of the activity that could not be
detected by each single sensor. Due to the compound-
ing effect, the accuracy and reliability of cooperative
fusion is sensitive to inaccuracies in all simple sensor
components used. In this paper, we select the cooper-
ative fusion model to combine information from sen-
sors to capture data with improved reliability, preci-
sion, fault tolerance, and reasoning power to a degree
that is beyond the capacity of each sensor.

In [13], eWatch devices were placed on the belt,
shirt pocket, trouser pocket, backpack, and neck to
recognize six activities. Each eWatch consisted of
a biaxial accelerometer and a light sensor. In [4],
they used a multimodal sensor device consisting of
seven different types of sensors to recognize activities
such as walking, sitting, standing, ascending stairs, de-
scending stairs, riding an elevator up and down, and
brushing one’s teeth. Yang et al. [14] proposed a dis-
tributed sparsity classifier to recognize human activ-
ities using five wireless motion sensors. They repre-
sented and classified thirteen action classes using a set
of 40-D locality preserving projection features accu-
rately. Kasteren et al. [15] compared four probabilistic
models such as hidden Markov model, hidden semi-
Markov models, conditional random fields, and semi-
Markov conditional random fields to validate the im-
portance of duration modeling. They found that dura-
tion modeling could lead to significantly better perfor-
mance.

In our previous work [16], we used a single tri-axial
accelerometer, along with an embedded image sensor
worn at the user’s waist, to identify nine activities.
In our previous work [17], we proposed an incremen-
tal statistical method to determine conflicts and to in-
fer user intentions through analyzing the daily human
activity patterns collected from physical sensors. Al-
though these multi-sensor approaches do indicate the
great potential of mobile sensor data as more types of
sensors are being incorporated into devices, our ap-
proach shows that only one single unit of sensor nodes
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will collect multiple types of information and recog-
nize most daily activities for baby and child in a home
environment.

This paper is organized as follows. Section 2 ex-
plains patterns of home accidents by statistical data
and observation and presents an overview of the ap-
plication model. Section 3 presents the outline of the
proposed system, data collection, and data preprocess-
ing. Section 4 describes the process for addressing the
activity recognition task, including the activity recog-
nition method. Section 5 describes the design of the
proposed wearable device and shows our experimental
results. Finally, we conclude the paper in Section 6.

2. Problem description and approach
2.1. Problem description and motivation

According to the statistical records [18,19] of US
and UK, child home accidents occurred more fre-
quently in the home environment. Based on survey in
2005, in South Korea, an average of 20.9% of chil-
dren aged under 14 died as a result of falls [20]. Other
leading accidents reported in this survey were poison-
ing, burns, and slipping. According to the child acci-
dent facts [21], which are surveyed by the CAPT in
the UK, falls accounted for over 40% of all home ac-
cidents of children. It is unrealistic to ask parents keep
their eyes on babies 24 hours a day, 7 days a week. In
order to prevent child home accidents and reduce the
efforts of parents, a new safety management method
is required. Also early detection is needed to prevent
unintentional injury at home. We have monitored be-
havioral characteristics when a child is in danger or
in trouble by observing the child in a real home en-
vironment. As expected, the activities of a child were
quite unpredictable. In the case of adults, their activi-
ties did not include unnecessary movement. If the child
tries to reach somewhere, he moved with walking, tod-
dling and sitting randomly, which makes child activity
recognition more complicated.

From the observations in Fig. 1, one of most dan-
gerous activities in our observation is climbing up on
tables or windows ledges, since a child can be injured
if he or she hits his or her head when falling from a
chair or a table. As shown in Fig. 1c, the child used
low chairs or large toys as a stool to climb up on a ta-
ble. The mother was cleaning up a veranda while he
was climbing up and she could not recognize the dan-
gerous activity of her child. After playing, an activity

(c) Climbing up (d) Climbing down

Fig. 1. Activities of a child in a living room.

of climbing down was observed in Fig. 1d. However,
since no accurate tool has been developed for observ-
ing the wide variety of behaviors that occur in a living
room, we lack quantitative data on this. This results in
difficulty in comprehensively understanding baby ac-
tivities. The behaviors addressed in this field are very
limited when compared with the diversity of baby ac-
tivities.

A baby performed various physical activities: wig-
gle, roll, crawl, climb, rock, bounce, rest, eat, make
noise, grasp or mouth or drop things. As a baby learns
to roll over, sit and crawl, his muscles will continue to
strengthen. Between 8 and 10 months, he will probably
start trying to pull himself up to stand while holding
onto furniture. At this time, they are at risk of falling
from furniture and raised surfaces, like changing ta-
bles and counter-tops. As older babies learn to crawl
and walk, they are at risk of falling on the stairs. As
toddlers learn to climb, they are at risk of falling out
of windows and from furniture like bookcases. Since
the major causes of fall-related injuries change as a
child grows and develops, fall prevention needs to be
addressed. These prevention strategies are not meant
to take away physical activity opportunities, but rather
to create a safe environment in which physical activity
can take place.

2.2. Approach

In order to solve the problems as mentioned in the
previous section, we have developed a wearable sen-
sor device and a monitoring application to gather in-
formation and to recognize baby activities. We classi-
fied baby activities into eleven daily activities which
are wiggling, rolling, standing still, standing up, sit-
ting down, walking, toddling, crawling, climbing up,
climbing down, and stopping. Vision-based activity
recognition approaches [18,22] are not applicable in
a home environment, since cameras present a privacy
problem. The progress of an advanced sensor and SoC
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technologies allows a feasible constraint monitoring
tool, such as a small size sensor platform. The multi-
sensor device that we used in this work provided tri-
axial acceleration data and air pressure data. Multiple
sensors embedded in a wearable device are more accu-
rate for collecting different types of sensing informa-
tion [23], but would be very inconvenient for the user.
For this reason, we present only one single unit of sen-
sor nodes, which collects multiple types of informa-
tion.

Figure 2a shows a flow chart of our proposed sys-
tem including four main components: i) the wearable
sensor node to measure movement and height from
ground by using a 3-axis accelerometer and a pres-
sure sensor, ii) the wireless receiver to receive the mea-
sured data over Nordic wireless protocol and transmit
it to PC over USB connection, iii) the activity moni-
tor and analyzer working on the PC to aggregate the
measured raw data and to analyze behavioral charac-
teristics using features and classifiers, iv) the speaker
to broadcast emergency alerts to their parents or a
guardian.

As shown in Fig. 2b, the proposed activity recogni-
tion method using a 3-axis accelerometer and a pres-
sure sensor comprises the following three steps: i) col-
lecting and preprocessing the sensor data from an
accelerometer, ii) extracting features, and iii) train-
ing and classification. In order to process, we have
to remove the noise with a moving-average filter be-
cause errors made in the early steps may increase the
classification error and the uncertainty on each fur-
ther step. After preprocessing the sensors signals, it
is necessary to choose the adequate features which
we take as time-domain and frequency-domain fea-
tures.

3. System overview
3.1. System architecture

The developed wearable device basically consists
of three layers: (i) communication layer, (ii) process-
ing layer, and (iii) sensing layer. The communica-
tion layer enables ultra-low power wireless commu-
nication using a nRF24LEI that is a dual-core com-
munication chip of the wearable sensor device. The
nRF24LEI uses 2.4 GHz GFSK RF transceiver with
embedded protocol engine, the Enhanced ShockBurst
that enables data packet communication and supports
autonomous protocol operation. This layer handles
the transfer of collected and preprocessed data over
the wireless network. The processing layer is where
the preliminary activity recognition logic is applied
to minimize network traffic and increase the lifespan
of battery-powered nodes. This layer also manipulates
raw data into a pre-defined data packet.

The sensing layer collects the context information
such as child activities and object names around the
child. In order to recognize various dangerous activi-
ties, we adopt multiple sensors as follows:

e A 3-axis accelerometer measures the movement,
which consists of three signal-processing chan-
nels where it is low-pass filtered.

e A pressure sensor measures pressure enabling a
measurement of distance between the grounds
and the wearable sensor device that also could
measure the temperature around the child. The
pressure and temperature output data are cali-
brated and compensated internally.

e A RFID(SkyeModule M1-mini) is selected to
read/write tags and smart labels, which has com-
patibility with most industry standard 13.56 MHz.
This sensor allows us to recognize objects and
space of a potentially dangerous situation.

The temperature sensor is internally equipped with
the absolute pressure sensor for temperature compen-
sation to measure more accurate pressure sensing. The
temperature output data should be considered an im-
portant factor to detect different types of injuries in fu-
ture work. However, the information is not utilized in
our current research, since the scope of the paper is
mainly focused on activity recognition.

From the data processing model, sensor fusion is
grouped into three different levels of fusion which are
direct data fusion, feature-level fusion, and decision-
level fusion. If the sensors are measuring the same
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Fig. 3. Raw data and segmentation of 3-axis acceleration data.

physical parameter with the data acquired commen-
surately, raw sensor data can be directly combined.
Otherwise, the data needs to be fused at the feature
or decision level. For feature-level fusion, features are
first extracted from the sensor data to form a multi-
dimensional feature vector so that general pattern
recognition can be applied. We adopted this feature-
level fusion to process our multi-sensor data from the
wearable sensor device.

3.2. Data acquisition and segmentation

The embedded triaxial accelerometer can contin-
uously sample the experienced accelerations at each
sampling interval and produce 3-D acceleration read-
ings, which are measures of the acceleration experi-
enced in the three orthogonal axes: X -axis, Y -axis and
Z-axis. Figure 3a shows the X-axis, Y-axis, and Z-
axis readings for the different activities. The data for
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our experiment was gathered in an experimental set-
ting in which a sensor, with a sampling frequency of
95 Hz, was mounted at the waist of 3 healthy subjects
of different age, weight, and height to collect eleven
types of activity patterns. The time-domain features
were computed from the most recent 255 samples and
the frequency-domain features were computed from
the same samples for efficient fast Fourier transform
(FFT) implementation with 256 samples. We made
the dataset available at https:/sites.google.com/site/
yynams/baby-activity/.

Let X, Y and Z denote the infinite data stream of
measured acceleration values of the three space dimen-
sions:

Y = (y13y27"')7

X = (Il,l‘g, .. .),
6]
7 =

(Zl, 22y .- )

The corresponding data stream M of the magnitude is
defined as:

M = (ml,mg,...),

where m; = \/a? + y? + 22

The magnitude of the force vector is calculated by
combining the measurements from all 3 axes using
Eq. (2) to derive acceleration independent of orienta-
tion. A sliding window of the size n is pushed through
the values of the incoming data stream with a specified
offset. Suppose that X’ = (..., 2! refers to the
acceleration signals in the direction of the x-axis ob-
served in the sliding window at a certain time. Y’, Z’
and M’ are defined analogously. A metric § is applied
to the data, which is then used to decide whether a state
change occurred.

Basically, for segmentation of acceleration values,
we used two segmentation approaches: energy-based
segmentation as well as distance-based segmentation.
The two segmentation approaches only differ in the
type of metric that is applied. The energy-based ap-
proach uses as metric the variance of the magnitude
values in the current sliding window, which can be de-
termined as follows:

2

3 (XY, Z' M) = var(M')
3)

where 0/ is mean value of the magnitude values.

On the other hand, the distance-based approach uses
as metric the distance of the pattern observed in the
sliding window to a rest position. The rest position has
to be recorded beforehand with time and is represented
through the vector (77, 77, 7, ), where 77, is mean value
of the acceleration on the x-axis and so on. Then, the
computation of the distance metric is as follows:

Sa(X', Y, Z' M)

=|(x] — 7%, ..., 2, —72)] @
(W =Ty Yn — 1)
+ (2 =7y 2l — 12

Figure 3b shows examples of the energy-based seg-
mentation and the distance-based segmentation from
an accelerometer are plotted in Fig. 3a. However, it
is difficult to discriminate different types of the dy-
namic activities based on the DC component, energy,
and distance features. In the next section, we will de-
scribe methods to extract features from 3-axis acceler-
ation data for discriminating between different activi-
ties.

4. Feature extraction and activity recognition
4.1. Feature extraction

In general, signal feature could be analyzed in two
domains; time-domain and frequency-domain. To ex-
tract features of the experimental data, we set window
size to 256 and sample overlapping between consecu-
tive windows to 128 at 95 Hz sampling frequency.

4.1.1. Time-domain feature

For time-domain features, each reading of acceler-
ometer sensor consists of 3-D accelerations along X -
axis, Y-axis and Z-axis according to local coordinate
system of current orientation. For example, samples
of (x,y,z) readings from an accelerometer are plot-
ted in Fig. 4 while a baby sleeps on a bed. Basically,
if the device is placed on a table, z and y should be
zero since there is no acceleration at all, and z should
be measured as —g (where g represents acceleration
due to gravity: 9.81 m/s®). However, a baby does not
lie straight on his/her back during sleeping. In addi-
tion, every time a baby breathes, sensor reading er-
rors can affect data quality. There is a jittering noise
in accelerometer data. We can reduce the effect of the
jittering noise by scaling down (z',%', 2’) readings,
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Fig. 4. Accelerometer data from a 3-axis accelerometer for sleeping.

followed by a smoothing technique using a moving-
average filter mv-filter of span L, as follows:

(", 4", 2") = mv-filter((z', 4, 2'), L). 5)

The moving-average filter smooths data by replac-
ing each data with the average of the neighboring data
defined within L. The moving-average filter operates
by averaging a number of points from the input sig-
nal to produce each point in the output signal. After
selecting L = 5, a new series of readings are gener-
ated as shown in Fig. 4a. It can be seen that the pro-
posed smoothing technique greatly removes the jitter-
ing noise and smooths out data by more significant
standard deviation reduction than mean reduction. The
effect of proposed smoothing effect on an accelerom-
eter is shown in Fig. 4a. The de-noising process is im-
portant for building a recognition model using mean
and standard deviation.

In [24,25], they have shown the signal average on
each axis over a reasonable time period can produce
a good estimate of the gravity-related component. We
take a similar approach here to estimate the gravity
component from each segment of (z’, 3, ') readings.
Our estimation internal is set to the same as sample
duration, which is to estimate the vertical accelera-
tion vector ¥ corresponding to gravity. Therefore, v =
(ma’,my’, mz"), where ma’, my’, and mz’ are means
of respective axes for the sampling period. v is normal-
ized t0 Tporm- Let a; = (z,y., 7)), 1 =1,2,..., N,
be the vector at a given point in the sampling interval,
where N is the length of sample points in the sam-
ple duration. The projection of a; onto the vertical axis
Unorm €an be computed as the vertical component in-
side @;. Let pi™ be the inner product and p; be the pro-
jection vector, as follows:

pzn = <C_Lia @norm>; (621)

pi = p;n * Unorm (6b)

then the horizontal component h; of the acceleration
vector @; can be computed as vector subtraction, as fol-
lows:

h; = a; — P;. @)

However, it is impossible to know the direction of
h; relative to the horizontal axis in global 3-axis co-
ordinate system. We only know h; lies in the horizon-
tal plane that is orthogonal to estimated gravity vec-
tor ©. So we simply take the magnitude of h;, denoted
by ||k, as a measure of horizontal movement. The
results of above algorithm generate two waveforms of
{pi")i = 1,2,...,N} and {||h),i = 1,2,...,N},
which are amplitude of the vertical components and
magnitude of the horizontal components, respectively.
Each waveform is almost independent of orientation
taking instant accelerometer samples. As illustrated in
Fig. 4b, the vertical and horizontal components of ac-
celerometer data in Fig. 4a are plotted according to
above algorithm.

We mainly considered features including mean,
standard deviation, energy, and correlation as Bao et al.
[23] and Ravi et al. [26] selected. Four features were
extracted from each of the three axes of the accelerom-
eter as well as the vertical and the horizontal com-
ponents, giving a total of nineteen attributes. The DC
component of the signal over the window is the mean
acceleration value. In order to show that activities
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Fig. 5. Accelerometer data from a 3-axis accelerometer for walking.

cause the device to change orientation and this is eas-
ily detected from the accelerometer data, we present
examples extracted from one baby. Standard deviation
was used to capture the fact that the range of possible
acceleration values differ for different activities such
as walking and crawling as shown in Figs 5 and 6. In
a comparison between walking and crawling, statis-
tics of an accelerometer in walking, such as mean and
standard deviation, are

(maz”,my",mz", meanV , meanH )

= (113.84,217.38, 240.06, 344.30, 7.35)
and

(Jm//vo'y//,a'z//,a"/,UH)

= (18.63,10.55,12.17, 20.42, 6.43).
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Fig. 6. Accelerometer data from a 3-axis accelerometer for crawling.

On the other hand, statistics of an accelerometer in
crawling, such as mean and standard deviation, are

(ma” ,my” ,mz", meanV , meanH )

= (209.50,271.42,313.88,464.81, 3.41)
and

(Ow”7 Uy"7 Tty U‘/a OH)

= (8.34,5.81,5.33,11.01, 4.47).

With respect to the smoothed accelerometer data and
vertical components, standard deviation of walking is
greater than that of crawling.

Figure 7 shows accelerometer data from a 3-axis ac-
celerometer for climbing up and climbing down. The
mean and standard deviation of an accelerometer in
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Fig. 7. Accelerometer data from a 3-axis accelerometer for climbing

up and climbing down.

climbing up are

(mz",my",mz", mean V', meanH )

= (204.01,208.53, 306.26,425.13,5.41)
and

(O-I",O'y//,O-Z'/7O'KO-H)

= (50.63, 37.66, 19.42,45.03, 7.46).

On the other hand, the mean and standard deviation
of an accelerometer in climbing down are

(ma” ;my"’ ,mz", meanV , meanH )

= (193.63,202.51, 298.47, 413.82, 4.94)

and

(UI”aoy”a O'Z//,O"/, UH)

= (56.93,32.99, 18.15, 45.24, 7.76).

The feature characteristics of mean and standard devia-
tion of climbing up are very similar to that of climbing
down. In other words, it is difficult to discriminate be-
tween climbing up and climbing down based on mean
and standard deviation features. In this paper, the slope
mapping method is used to detect whether there is ap-
parent fluctuation in the data series. We considered a
simplified trunk tilt data series ¢ = 1 to n. The slope
filter is used to calculate the gradient over a specified
window size. The apparent changes of slopes are inves-
tigated in vertical acceleration component. The slope
s; between two neighboring data window ¢ and ¢ 41 is
calculated and a segment slope series S with n—1 data
window is obtained from the original n-point data se-
ries. If the slope is equal to or greater than a predefined
threshold of vertical acceleration average, the slope is
calculated by

V‘max_V.min .
“5177 if meanV; < meanV ;i1
and |meanV; — meanV ;11| = meanVy,
s;p= { Vipovme , , 8
@ s if meanV; > meanV ;41 ®)
and |meanV; — meanV 1| > meanVy,
0, otherwise,

where V2% and V™" are the maximum and mini-
mum of vertical acceleration values of data series 7,
respectively, t;41 — t; is time interval between ¢ and
1+ 1.

Figure 8a shows examples of the vertical and hori-
zontal acceleration components of the climbing up and
climbing down. For the climbing down case in this
figure, it is observed that the maximum acceleration
peak occurs prior to its minimum peak and vice versa
for climbing up. This pattern exists in all samples col-
lected in the test. Therefore, the rule is to compare the
order of occurrences of those two peaks. If the max-
imum peak occurs prior to the minimum peak, this
event could be a climbing down activity. On the con-
trary, if the occurrence of the maximum peak falls be-
hind the minimum peak, the event could be a climbing
up activity.

Furthermore, the time interval (or peak distance) be-
tween the maximum peak and the minimum peak is
considered. The time interval rule is applied for clas-
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Fig. 8. Vertical and horizontal components for standing up, sitting
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sification between standing up and sitting down activ-
ities. Figure 8b shows an example of vertical acceler-
ation components during standing up and sitting down
from the same young subject. The sitting down activity
produces shorter peak distance while the standing up
activity produces longer peak distance. For example,
the patterns of standing up and sitting down shown in
Fig. 8b have the peak distances in 109 and 24, respec-
tively.

4.1.2. Frequency-domain feature

We computed the frequency-domain feature of 3-
axis acceleration data as well as the vertical and hor-
izontal components. As shown in Fig. 5, the period-
icity in the data is reflected in the frequency domain.
We mainly referred to successful FFT-based feature
extraction [23,26,27] as a guideline for our implemen-
tation.
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Fig. 9. Energy of vertical and horizontal components for crawling,
walking, and toddling.

To capture data periodicity, the energy feature was
calculated. Energy E is the sum of the squared dis-
crete FFT component magnitudes of the signal. The
sum is divided by the window length w for normaliza-
tion. If x1, zs, . . . are the FFT components of the win-
dow, then E is calculated by

®

Figure 9 shows examples of energy of vertical and
horizontal components for crawling, walking, and tod-
dling. In Fig. 9a, it can be seen that both E values of
walking and toddling are around 1.2 x 107, respec-
tively while E values of crawling is around 2.2 x 107,
In the case of detecting walking and toddling, we
found out that the vertical energy difference between
those two states is small. However, the horizontal en-
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Fig. 10. Correlation between vertical and horizontal components for
11 activities.

ergy of toddling is different from that of walking.
In case of toddling, a toddler walks sideways and
backwards, runs well, falls, and stops easily. Thus,
high peaks for the horizontal component, space out at
highly periodic cycles as shown in Fig. 9b.

Correlation is especially useful for differentiating
among activities that involve translation in just one
dimension. For example, we can differentiate walk-
ing and running from stair climbing using correlation.
Walking and running usually involve translation in one
dimension whereas climbing involves translation in
more than one dimension. Correlation p is calculated
between each pair of axes as the ratio of the covariance
and the product of the standard deviations by

Py = corr(,y) = 0@, (10)
020y

Figure 10 shows results of correlation coefficient be-
tween vertical and horizontal components for 11 activ-
ities. In case of rolling, mean and standard deviations
of correlation coefficient are 0.41 and 0.13. In the fig-
ure, the correlation coefficient of rolling is higher than
that of other activities. In other words, the positive val-
ues of correlation coefficient indicate a stronger degree
of linear relationship between vertical and horizontal
variables such that as values for vertical component in-
creases, values for horizontal component also increase.

4.1.3. Elevation feature

The pressure sensor is used for the determination
of elevation. Pressure is measured by the miniaturized
(diameter 6.1 mm, height 1.7 mm) SCP1000 Abso-
lute Pressure Sensor from VTI Technologies. The air
pressure sensor measures the atmospheric air pressure
with a resolution of 1.5 Pa, which corresponds to about
10 cm at sea level. The data obtained from the pres-
sure sensor needs to be normalized when both indoor

5.75
5.50 i ——— Climb up and climb down N
L

———~ Standing up and sitting down |

250 500 750 1,000 1,250 1,500 1,750 2,000
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Fig. 11. Elevation data from an air pressure sensor for standing up,
sitting down, climbing up, and climbing down.

and outdoor activity are analyzed. However, we lim-
ited the experiment to indoor activities. The elevation
data obtained from the pressure sensor is useful to de-
tect climbing up and climbing down events.

Figure 11 shows elevation data from an air pres-
sure sensor for standing up, sitting down, climbing up,
and climbing down. This absolute barometric pressure
sensor gave a rough value for the altitude of the sen-
sor. It was not perfect since in ideal conditions it can
only resolve a vertical difference of 10 cm of air. The
pressure data was converted to the height of the body-
worn sensor from the ground. We configured pressure
data of the ground as a reference value, and then the
height was calculated by using the difference between
the reference and measured value. In the figure, possi-
ble pressure values ranged from 1 to 5 for standing up
and climbing up and climbing down, whereas stand-
ing up and sitting down activities lies within the range
of 2-5. Using this range as our region of interest, we
focus on classification of climbing up and down.

4.2. Activity recognition

After the feature extraction is completed, a classi-
fication procedure separates the child’s activities from
all other primitive features. The activity recognition al-
gorithm should be able to recognize the accelerometer
signal pattern corresponding to every activity.

4.2.1. Classification method using accelerometer
data
We formulate activity recognition as a classification
problem where classes correspond to activities and a
test data instance is a set of acceleration values col-
lected over a time interval and post-processed into a
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Fig. 12. Decision Tree generated from mean and standard deviation features of V/H.

single instance of mean, standard deviation, energy,
correlation. In previous work to recognize activities,
Decision Table [28], Decision Tree [29], Support Vec-
tor Machine (SVM) [30,31], and Nearest Neighbors
[32], and Naive Bayes [33] classifiers were tested for
activity recognition using the feature vector. Decision-
based approaches [34] have been used in past work
to recognize activities. Naive Bayes is a computation-
ally efficient algorithm that has been used for pattern
classification in a variety of applications. In addition,
some studies have also focused on combining multi-
ple types of sensors in addition to accelerometers for
activity recognition.

In this paper, we evaluated the performance of Naive
Bayes, Bayes Net, SVM, k-Nearest Neighbor (k-NN),
Decision Table, Decision Tree, Multilayer Perceptron,
and Logistic Regression classifiers, available in the
Weka toolkit [35]. The Decision Tree learning method
is one of the most widely used and practical techniques
for inductive inference. The constructed tree first per-
forms a binary split on the most salient feature (e.g.
the X-axis acceleration energy from the sensor), di-
viding into two branches, then recursively constructs
trees for each branch. The predictive values (e.g. walk-
ing, crawling, etc.) are assigned to the resulting leaves.
To avoid over fitting to the data, which occurs after
many tree subdivisions since each leaf then represents
only a small number of samples, the tree is pruned.
The Decision Tree classifier detects errors in classi-
fication of the training samples, as well as to errors
in the attribute values of the samples, which provides
a good balance between accuracy and computational
complexity. A well-pruned Decision Tree model gen-

erated from simple V/H features for seven activities is
presented in Fig. 12.

The purpose of distance-based clustering is to group
large sets of data S = {u;}¥, into clusters, each of
which is represented by its mean X = {c¢;}X,. Re-
cently, the use of SVM has attracted significant re-
search interest for accurate pattern classification as one
of distance-based clustering methods [36]. An SVM
model could represent aggregated data as points in
space that is separated by optimal separating hyper-
plane. The 10-fold cross-validation is used to evalu-
ate the SVM models. We put all the test cases in one
dataset and then randomly divide it into 10 equal-sized
pieces. Each time we choose one fold as the test dataset
and the rest as the training dataset. We train the SVM
model with the training dataset, evaluate it with the
test dataset and get the precision p, recall r and the
F' — Measure weighted harmonic mean for each activ-
ity. After each fold is tested, we compute the average
F' — Measure of all the folds as the overall results for
the activities. The definition is as following:

(a+Drp

o (11)

F — Measure =

where « is the ‘recall bias’, a weighting of recall rel-
ative to precision declared in each scenario definition.
In this paper, « is set to 1 for performance evaluation.

4.2.2. Classification method using elevation data

The pressure sensor signal is low-pass filtered us-
ing Butterworth filter and up-sampled using linear in-
terpolation to the sampling rate of 95 Hz. The result-
ing signal is used to calculate the differential pressure
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parameter (AP[k]). The kth sample of AP signal is
obtained considering the average pressure during T,
(we set to 2 seconds) before and T;, after each sample
(overlapping the windows):

oot 7 k
T _ .
AP == > plil = >0 ol ), (12
Y\ i=k i=k— T

where p[i] is the ith sample of the barometric signal
and T is the sampling period. The AP signal is then
normalized by dividing by the height of the subject.

If the thresholding of A P (with a heuristically deter-
mined threshold) indicates that the device altitude has
significantly changed, the event is classified as stand-
ing up, sitting down, climbing up, and climbing down.
If the system recognizes that no pressure change has
occurred during 73, interval, then the classification is
upgraded to non-moving status. If the system recog-
nizes that the device altitude is significantly changed,
even without detecting an activity based acceleration
data, but the AP exceeds a high threshold APy, the
event is classified as standing up, sitting down, climb-
ing up, and climbing down. Although a 3-axis ac-
celerometer is mainly used to detect activities includ-
ing climbing up and climbing down, it is difficult to
find the start and stop points of such activity in clas-
sifying it. In complementary sensor fusion, an event-
driven reactive engine is adopted. We will discuss the
event-driven reactive engine in the next section.

4.3. Event detection

In complementary fusion, each sensor captures dif-
ferent aspects and submits the information which is
further merged. In cooperative fusion, sensors work to-
gether to gather complex information that is difficult
to obtain from the sensors individually. In this paper,
cooperative sensor fusion is applied to recognize activ-
ities such as climbing up and down. An accelerometer
could only recognize the climbing activity as standing
up and sitting down. A barometric sensor could only
measure a variation of the height of the sensor from the
ground. However, cooperative fusion of the two sen-
sors enables recognition of the activity.

In order to achieve highly accurate results, we
adopted an event-driven reactive engine based on an
Event/Condition/Action (ECA) paradigm and con-
structed the decision rule about whether they can be
a cause of home accidents or not. Depending on de-
cision rule, the event detection method will signal an

alarm to give parents advance warning when the ac-
tivity that can lead to an accident are detected. In this
paper, the type of event is the result of the acceleration
classification that mainly considered as a critical point
of dangerous activity.

Conditions included the values of RFID tag, pres-
sure, and temperature. The same condition may partic-
ipate in more than one rule. We only considered an ap-
propriate action as triggering alarm to the parents be-
fore the child faces dangerous situations. This in turn
will alert and warn the parents in time to see what is
happening with their babies and react to the situation
immediately. The early warning system will give the
parents enough time to save their babies and thus min-
imize any instances of falling accidents or sudden in-
fant death syndrome (SIDS).

5. Experiments
5.1. Implementation

We used multiple sensors embedded in a wearable
device as shown in Table 1. We used the SCA3000
that is a 3-axis accelerometer for applications requir-
ing high performance with low power consumption. It
consists of three signal-processing channels where it
is low-pass filtered and communicates with the pro-
cessing layer is based on SPI bus that is a full duplex
synchronous 4-wire serial interface. We also used the
SCP1000 as a pressure sensor that measures absolute
pressure to measure distance between the grounds and
the sensor. The pressure and temperature output data
are calibrated and compensated internally. The sensor
communicates with the processing layer through SPI
bus.

The SkyeModule M1-mini is selected to read and
write tags, which has compatibility with most industry
standard 13.56 MHz. It has a read/write distance that

Table 1
Multiple sensors embedded in a wearable device

Sensor type Sensor name Features

3-axis acceler-  SCA3000 Measuring range is —2 g to
ometer +2 g and its sensitivity is
280 counts/g
Absolute pres-  The SCP1000  Measuring range of the sensor
sure sensor is 30 kPa to 120 kPa
RFID SkyeModule Compatibility with most indus-
M1-mini try standard 13.56 MHz such as

ISO 15693, ISO 14443A, and
ISO 18000-3
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Fig. 13. Engineering prototype of the wearable sensor device and a
screenshot of the monitoring application.

is typically greater than or equal to two inches for an
ISO15693 RFID inlay. The sensor allows us to recog-
nize objects and space that may cause dangerous sit-
uations. Finally, we developed the prototype wearable
sensor device (size of 65 mm x 25 mm) including the
dual-core processor and sensors as shown in Fig. 13a.
Figure 13b shows the developed monitoring applica-
tion to aggregate sensing data and obtained annota-
tions according to activities. It allows a visualization
of sensing data in a real-time environment.

5.2. Experimental setup

Our observation was participatory with three volun-
teer families and conducted under the following con-
ditions: i) the baby and child did not wear any devices
and spent his/her leisure time with his/her mother,
ii) the mother managed the housework as usual during
the observation, iii) the experiments were conducted in
32.98 m? living room and 16.44 m? kitchen as shown
in Fig. 14a. We recorded the experiments as videos
that are synchronized with the monitoring application,
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Child II
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(a) Floor plan

(b) Wearable device

Fig. 14. Floor plan of an experimental environment and a child hav-
ing the sensor device on the waist of the body.

and then annotated the raw data by comparing with the
video. The experiments were performed in single-floor
houses with one wearable sensor device for the child
and the monitoring application operated on a laptop
computer.

5.3. Experimental results

Accelerometer data was collected from three baby
boys who are 16, 17 and 20 months old. There were
total 1538 samples collected from one baby as train-
ing data, which are listed in Table 2. The other sam-
ples collected by the other baby were used as test
dataset. We evaluated and compared several classifiers
as mentioned in Section 4.2.1. 10-fold cross-validation
was also used for testing. Different feature subsets are
listed in Table 3. From the accuracy results, mean and
standard deviation features contained more motion in-
formation than segmentation features because verti-
cal and horizontal features can detect movement bet-
ter than segmentation features. Although time-domain
features are sufficient for different daily physical ac-
tivities, the Decision Tree classifier using all features
can better distinguish activities than that of using only
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time-domain features. We found out that the results
were substantially improved by using slope, energy,
and correlation features, although the overall classifi-
cation accuracy based on NB, BN, and SVM were not
improved.

For a k-NN model (¢ = 1), when only {meanX,
meany , meanZ, stdX, stdY, stdZ, meanV, stdV,
meanH, stdH, S;, E, corrVH} features were used,
the accuracy was 95.5%. When only {meanX,
meanY , meanZ, stdX, stdY, stdZ, meanV, stdV,
meanH, stdH } features were used, the accuracy was
93.9%. Compared to the accuracy results of mean and
standard deviation features, there was at most 2.45%
performance improvement with respect to k-NN, Deci-
sion Trees, MLP. Although MLP and Logistic achieve
high recognition accuracy, these classifiers take 53.18
and 158.35 seconds to build a model. Table 4 shows
precision and computational time of SVM depending
on complexity parameters. SVM achieves high recog-
nition accuracy when complexity parameter is 10000.
However, the classifier takes 170.72 seconds to build
a model. Thus, £-NN and Decision Trees are found
to achieve high recognition accuracy with acceptable
computational complexity. They are computationally

Table 2

Training dataset

Index Label # of samples
0 standing still 170
1 standing up 137
2 sitting down 136
3 walking 136
4 toddling 136
5 crawling 172
6 climbing up 137
7 climbing down 137
8 stopping 172
9 wiggling 171

10 rolling 171

Table 3

395

efficient, and their performance is suitable for real-
time recognition. The recognition accuracy based on
k-NN, J48, MLP, and Logistic classifiers were im-
proved by slope, energy, and correlation features, even
though the recognition accuracy based on NB and
SVM classifiers were not improved.

Table 5 shows the detailed accuracy per classifier.
The recall, or true positive rate (TP), is the proportion
of correctly identified samples, the false positive rate
(FP) is the proportion of incorrectly classified sam-
ples, and precision is the proportion of predicted pos-
itive cases. With respect to precision and recall, MLP,
k-NN, and Decision Tree achieved accuracies above
94%. Table 6 demonstrates that in most cases we can
achieve high levels of accuracy. For most common ac-
tivities, we generally achieved accuracies above 90%
based on k-NN, J48, and MLP. The classification be-
tween walking and toddling activities is more difficult
than the classification between other activities. This
can be partially explained by the similarity of these two
activities and the basic characteristics of child activi-
ties such as unintended moving. Two activities may be
considered the same activity in point of view, and can
be considered only for moving detection. However, in
this paper, two activities are classified by the horizon-
tal energy. We achieve accuracies above 90% based on
k-NN, J48, MLP, Logistic classifiers.

Crawling appears easier to identify than walking,
which seems to make sense, since crawling involves
more horizontal changes in acceleration. It appears
much more difficult to identify climbing up and climb-
ing down activities based on methods of excluding
k-NN, J48, and MLP, but as we shall see shortly,
that is because those two similar activities are of-
ten confused with one another. Our results indicate
that none of the eight learning algorithms consis-
tently performs best, but the multilayer perceptron
does perform best overall. More detailed results are
presented in Tables 7-14, which show the confusion

Feature subsets and recognition accuracy (NB: Naive Bayes, BN: Bayes Net, SVM: Support Vector Machine, k-NN: k-Nearest Neighbor, J48:
Decision Tree, DT: Decision Table, MLP: Multilayer Perceptron, Logistic: Logistic Regression)

Feature set NB BN SVM k-NN J48 MLP Logistic
Segmentation features 34% 53.8% 46.3% 38.8% 50.2 % 47.7% 21%
Mean features 82.5% 78.6% 83.2% 87.9% 87.2 % 79.1% 83.7%
Std features 53.6% 60.1% 61.2% 73.8% 71 % 67.1% 58.5%
Mean and Std features 82.1% 86.6% 91.5% 93.9% 91.7% 91.5% 86.2%
Mean, Std, Slope, Energy, 81.2% 86.6% 93.8% 95.5% 93.9% 95% 88.7%
and Correlation features

All features 81.7% 88.1% 95.2% 96.2% 94.7% 96.3% 93.2%
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matrices associated with each of the eight learning al-
gorithms.

The most important activities to analyze are the
climbing up and climbing down activities. The con-
fusion matrices indicate that many of the prediction
errors are due to confusion between these two activi-
ties. If we focus on the results for the J48 decision tree
model in Table 11, we see that when they are climb-
ing up, the most common incorrect classification oc-
curs when we predict climbing down, which occurs
30 times and accounts for a decrease in accuracy of
3.64% (20 errors out of 548). When the actual activity
is climbing down, climbing up slightly outpaces wig-
gling in terms of the total number of errors (31 vs. 25).

Table 4
Precision and computational time of SVM

Complexity Precision Time taken to build model (sec)
par: ameter

100 89.4% 0.83

10! 92.2% 1.14

102 93.9% 3.65

103 94.9% 23.15

10* 95.2% 170.72

Table 5

Detailed accuracy per classifier

Classifier TPrate FPrate Precision Recall F-measure

NB 81.5% 1.8% 81.7% 81.5% 81.3%
BN 87.3% 1.12% 88.1% 87.3% 87.3%
SVM 95.2% 0.5% 95.2% 95.2% 95.2%
k-NN 96.2% 0.4% 96.2% 96.2% 96.2%
J48 94.7% 0.5% 94.7% 94.7% 94.7%
DT 74.9% 2.5% 75.8% 74.9% 74.7%
MLP 96.3% 0.4% 96.3% 96.3% 96.3%

Logistic 93.2% 0.6% 93.2% 93.2% 93.2%

On the other hand, using air pressure data, the ac-
tivities of standing up, sitting down, climbing up, and
climbing down have been recognized with more than
99% of accuracy as shown in Table 6. Such high accu-
racy is required for building safety applications based
on for instance, falling and climbing up detection. Fig-
ure 15 illustrates clustering of the classes using classi-
fier errors (J48); these were generated using the Weka
machine learning explorer. It shows that most activ-
ities form separate clusters, while walking and tod-
dling as well as climbing up and climbing down are
closer together since these activities are very simi-
lar.

In addition to Fig. 15, Table 15 shows a summary
of classifier errors (J48) including the mean absolute
error, root mean squared error, relative absolute er-
ror, and root relative squared error. However, the most
commonly reported errors are the mean absolute error
and root mean squared error. In order to measure aver-
age model-performance errors, we chose the mean ab-
solute error and root mean squared error as the stan-
dard error model in all the following analysis. Table 16
shows the error in accurately predicting class by dif-
ferent classifiers.

6. Conclusions

We have presented the activity recognition method
for baby and child using only one triaxial accelerome-
ter and a barometric sensor. We extracted time-domain
and frequency-domain features for categorizing body
postures such as standing still and wiggling as well as
locomotion such as toddling and crawling. In order to
improve the performance of the child activity recogni-
tion system, six features including magnitude, mean,
standard deviation, slope, energy, and correlation are

Table 6
Recognition result comparison, a) standing still, b) standing up, c) sitting down, d) walking, e) toddling, f) crawling, g) climbing up, h) climbing
down, i) stopping, j) wiggling, and k) rolling

Classifier a b c d e f g h i j k

NB 85.2% 75.3% 78.1% 91.6% 92.4% 98.8% 57.5% 54.6% 76.5% 85.7% 94.9%
BN 86.6% 77.1% 90.4% 91.5% 91.5% 97.4% 717.3% 61.7% 97.5% 93.9% 96.3%
SVM 95.1% 97.2% 95.4% 96.9% 95.7% 99.3% 87.8% 85.5% 96.3% 95.9% 99.4%
k-NN 98.2% 95.3% 96.5% 92.4% 92% 98% 95.5% 94.5% 96.4% 97.5% 99.4%
J48 98.5% 93.3% 94% 93.3% 90.8% 98.7% 93% 89.4% 97.1% 92.7% 97.8%
DT 70.5% 66.7% 77.8% 80.7% 75.9% 76.8% 57.5% 56.2% 85.4% 83.7% 94.5%
MLP 97.2% 95.6% 94.7% 95.4% 94.6% 98.3% 96.5% 93.3% 97.1% 95.6% 99.3%
Logistic 95.1% 94.2% 94.6% 96.1% 95.3% 99.6% 82.3% 75.1% 95.5% 94.2% 99.3%

AP - 99% 100% - - - 99% 99% - - -
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Table 7

Confusion matrix for Naive Bayes, a) standing still, b) standing up, c) sitting down, d) walking, e) toddling, f) crawling, g) climbing up,
h) climbing down, i) stopping, j) wiggling, and k) rolling

Predicted class

a b c d e f g h i j k
Actual class a 669 0 1 0 0 0 0 0 12 0 0
b 0 277 104 0 4 0 0 17 147 0 0
c 0 83 454 0 0 0 0 0 9 0 0
d 0 0 3 513 30 0 0 0 0 0 0
e 0 0 3 47 496 0 0 0 0 0 0
f 0 0 0 0 0 678 2 0 0 9 0
g 0 2 0 0 0 0 326 206 0 14 0
h 0 6 0 0 0 0 154 343 0 42 3
i 116 0 16 0 7 0 1 0 547 2 0
j 0 0 0 0 8 84 60 0 499 33
k 0 0 0 0 0 0 0 2 0 16 666
Precision 0.817 0.852 0.753 0.781 0.916 0.924 0.988 0.575 0.546 0.765 0.857 0.949
Table 8
Confusion matrix for Bayes Net
Predicted class
a b c d e f g h i j k
Actual class a 675 0 0 0 0 0 0 0 7 0 0
b 0 482 36 0 4 0 0 20 7 0 0
c 0 91 452 3 0 0 0 0 0 0 0
d 0 1 2 508 35 0 0 0 0 0 0
e 0 6 0 43 497 0 0 0 0 0 0
f 0 0 0 0 0 680 2 0 0 7 0
g 0 8 0 0 0 0 341 195 0 4 0
h 0 6 0 0 0 0 87 439 0 14 2
i 104 29 9 1 7 0 0 0 539 0 0
j 0 2 1 0 0 18 11 55 0 573 24
k 0 0 0 0 0 0 0 2 0 12 670
Precision 0.881 0.866 0.771 0.904 0.915 0.915 0.974 0.773 0.617 0.975 0.939 0.963
Table 9
Confusion matrix for SVM
Predicted class
a b c d e f g h i j k
Actual class a 659 0 1 0 0 0 0 0 22 0 0
b 0 526 17 0 1 0 2 2 1 0 0
c 0 7 537 0 0 0 0 0 2 0 0
d 0 0 1 523 22 0 0 0 0 0 0
e 0 1 0 16 529 0 0 0 0 0 0
f 0 0 0 0 0 686 0 0 0 3 0
g 0 2 1 0 1 0 477 64 0 3 0
h 0 3 1 0 0 0 60 471 0 13 0
i 34 2 5 1 0 0 0 0 647 0 0
j 0 0 0 0 0 5 3 14 0 658 4
k 0 0 0 0 0 0 1 0 0 9 674

Precision 0.952 0.951 0.972 0.954 0.969 0.957 0.993 0.878 0.855 0.963 0.959 0.994
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Table 10
Confusion matrix for k-NN

Predicted class

a b c d e f g h i j k
Actual class a 660 0 0 0 1 0 0 0 21 0 0
b 0 525 14 0 2 0 2 3 3 0 0
c 0 13 531 0 1 0 0 0 1 0 0
d 0 0 0 509 37 0 0 0 0 0 0
e 0 0 0 41 505 0 0 0 0 0 0
f 0 0 0 0 0 686 0 0 0 3 0
g 0 2 1 0 0 0 529 14 0 2 0
h 0 8 0 0 0 0 22 511 0 7 0
i 12 3 4 1 3 0 0 0 666 0 0
j 0 0 0 0 0 14 1 13 0 652 4
k 0 0 0 0 0 0 0 0 0 5 679
Precision 0.962 0.982 0.953 0.965 0.924 0.92 0.98 0.955 0.945 0.964 0.975 0.994
Table 11
Confusion matrix for Decision Tree
Predicted class
a b c d e f g h i j k
Actual class a 671 0 0 0 1 0 0 0 10 0 0
b 0 514 20 1 4 0 2 6 2 0 0
c 0 21 519 3 1 0 0 0 2 0 0
d 0 0 3 503 39 0 0 0 1 0 0
e 0 4 0 32 505 0 0 0 5 0 0
f 0 0 0 0 0 683 0 0 0 6 0
g 0 5 3 0 0 0 503 30 0 6 1
h 0 6 2 0 0 0 31 482 0 25 2
i 10 1 5 0 6 0 0 1 666 0 0
j 0 0 0 0 0 9 4 20 0 639 12
k 0 0 0 0 0 0 1 0 0 13 670
Precision 0.947 0.985 0.933 0.94 0.933 0.908 0.987 0.93 0.894 0.971 0.927 0.978
Table 12
Confusion matrix for Decision Table
Predicted class
a b c d e f g h i j k
Actual class a 652 0 0 0 1 3 0 0 26 0 0
b 15 396 76 4 17 15 5 8 10 0 3
c 26 143 337 6 3 18 0 0 12 0 1
d 15 6 2 413 93 15 0 0 2 0 0
e 26 19 13 89 371 24 0 0 4 0 0
f 4 0 0 0 0 685 0 0 0 0 0
g 13 6 0 0 0 2 347 156 4 17 3
h 9 11 0 0 0 4 188 289 9 36 2
i 86 10 5 0 4 28 0 0 556 0 0
j 44 0 0 0 49 58 60 19 431 23
k 35 3 0 0 0 49 5 1 9 31 551

Precision 0.758 0.705 0.667 0.778 0.807 0.759 0.768 0.575 0.562 0.854 0.837 0.945
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Table 13
Confusion matrix for Multilayer Perceptron

Predicted class

a b c d e f g h i j k
Actual class a 651 3 3 0 3 0 0 0 19 3 0
b 0 524 15 0 4 0 1 5 0 0 0
c 0 20 523 2 0 0 0 0 1 0 0
d 0 0 2 524 20 0 0 0 0 0 0
e 0 0 1 23 522 0 0 0 0 0 0
f 0 0 0 0 0 685 1 0 0 3 0
g 0 4 2 0 1 0 521 16 0 4 0
h 0 6 0 0 0 1 13 516 0 12 0
i 19 1 6 0 1 0 0 0 661 1 0
j 0 0 1 1 0 11 3 16 0 647 5
k 0 0 0 0 0 0 1 0 0 7 676
Precision 0.963 0.972 0.956 0.947 0.954 0.946 0.983 0.965 0.933 0.971 0.956 0.993
Table 14
Confusion matrix for Logistic regression
Predicted class
a b c d e f g h i ] k
Actual class a 658 0 0 0 0 0 0 0 24 0 0
b 0 519 22 0 2 0 1 3 2 0 0
c 0 20 523 2 0 0 0 0 1 0 0
d 0 0 0 523 23 0 0 0 0 0 0
e 0 0 0 19 526 0 0 0 1 0 0
f 0 0 0 0 0 687 0 0 0 2 0
g 0 1 1 0 1 0 442 100 0 2 1
h 0 6 1 0 0 0 90 423 0 28 0
i 34 5 6 0 0 0 0 644 0 0
] 0 0 0 0 0 3 4 37 2 634 4
k 0 0 0 0 0 0 0 0 0 7 677
Precision 0.932 0.951 0.942 0.946 0.961 0.953 0.996 0.823 0.751 0.955 0.955 0.993

extracted from the preprocessed signals. We compared
multiple feature sets to find an optimized classification
method, and showed how well they performed on a
body. We found that activities can be recognized with
fairly high accuracy using a single triaxial accelerome-
ter. In addition, we defined rules for a dangerous situa-
tion to utilize ECA-based reactive engine in the actual
deployment in a home environment.

Using only a single wearable triaxial accelerome-
ter sensor, the average overall accuracy of the k-NN
and Decision Tree is 95.45% with acceptable compu-
tational complexity, which is better than we expected.
Compared to only a single triaxial accelerometer sen-
sor, our developed system, which included the pressure
information, demonstrated an improved performance
in detecting climbing up and down activities. Results

showed that using a barometric pressure sensor could
reduce the incidence of false alarms. This work is sig-
nificant because the activity recognition model permits
us to gain useful knowledge about the habits of ba-
bies and children. Our work has a wide range of appli-
cations, including automatic customization of the mo-
bile device’s behavior based upon activities and gen-
erating a daily/weekly activity profile to determine if
an obese child is performing a healthy amount of ex-
ercise. In future work, we plan to migrate the moni-
toring application into an embedded platform that can
execute classification methods and ECA reactive en-
gine at once. We will extend the application of the pro-
posed system that will cover different floor levels by
adding multiple bases and the function of air pressure
during calibration. Furthermore, we will test how the
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Fig. 15. Class clustering.

Table 15

Summary of classifier errors

Predicted values
6355 (94.6953%)
356 (5.3047%)

Correctly Classified Instances
Incorrectly Classified Instances

Kappa statistic 0.9416
Mean absolute error 0.011
Root mean squared error 0.0956
Relative absolute error 6.6447%
Root relative squared error 33.2769%
Coverage of cases (0.95 level) 95.4999 %
Mean rel. region size (0.95 level) 9.4607%

Table 16

Mean absolute error and root mean squared error shown by different
classifiers on predicting class

Classifier Mean absolute error Root mean squared error
NB 0.0339 0.1738
BN 0.0236 0.1421
SVM 0.1492 0.2642
k-NN 0.0073 0.0835
J48 0.011 0.0956
DT 0.0885 0.1904
MLP 0.0095 0.0745
Logistic 0.0208 0.0977

proposed method and system affect in daily life with
its usability test.
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